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1. Executive summary 

The goal of this deliverable is to assess the usefulness of observational constraints on predictions 

and projections in EUCP.  Accounting for both is key to the longer-term objective of creating a 

meaningful merged prediction/projection system that has skill on both short and longer timescales. 

The team has addressed this by analyzing constraints from observations on climate projection 

ensembles on the one hand and forecast quality measures across prediction and projection methods 

on the other hand. We present new work that explores combinations of constraints between 

different methods with the aim to arrive at a more robust use of observational constraints. The team 

has further explored objectively assessing the value and reliability of observational constraints by 

using imperfect model studies where the projected future response of a withheld model is predicted 

based on its historical performance. Observational constraints on decadal prediction skill scores are 

used to infer information on physical mechanisms that drive decadal climate variability in space, 

time, and the ensemble dimension. This activity sets the scene for future merging attempts by 

breaking ground on unifying methods and vocabulary between the projection and prediction 

communities.  

For projection systems, this deliverable explores the information added from different observational 

constraints, building on a number of existing methodologies used in D2.1/D2.2. We focus on 

observational constraints using performance weights obtained from the Climate model Weighting by 

Independence and Performance (ClimWIP) method, and on an estimate of the magnitude of the 

forced signal in observations to use in forward projections (ASK). Previous work has been extended 

to more seasons and variables, and to CMIP6 simulations. We explore using successive constraints 

by combining constraint information from two different WP2 approaches (ClimWIP and ASK). This 

provides new insights into the value of combining information from different observations. The team 

has evaluated if sequential application may overcome limitations in signal-to-noise ratio of the ASK 

method or in reach of projections timescales for ClimWIP. These first results are encouraging for 

summer, yet there is some seasonal variability in the results that requires further exploration.  

Using UKCP18 methodology, we further demonstrate that sequential application of a number of 

different observations combined to narrow the projection uncertainty, but the addition of successive 

observations (after the first couple) has a diminishing impact on the constrained range. 

To assess the value in combining observations in projections, the team conducted an out-of-sample 

test using CMIP5 models as pseudo observations and evaluated RMSE, spread and reliability 

(percent time prediction was within error bars) using a constrained projection system based on 

CMIP6 simulations. Results of this perfect/imperfect model test suggest that observational 

constraints improve the root mean square error (RMSE) of projections and predictions  compared to 

unconstrained CMIP6 simulations most clearly in summer, and over central and Northern Europe 

regionally. Results in other seasons are more mixed, with the RMSE generally better for ClimWIP in 

spring and winter. This might be in part due to confounding strong winter variability and resulting 

difficulty to separate the response to different external forcings in ASK. Some of the observed 

change, for example, is explained by North Atlantic Oscillation (NAO) tendencies, which we plan to 

further evaluate. In some seasons and cases, there are strong improvements in combining both 

strands of observational constraints, and first pilot studies for precipitation are promising.  
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In summary, observational constraints on projections show promise, both individually and in 

combination, but need to be evaluated prior to use for the target of projection, for example, using 

(im)perfect model studies evaluating the reliability, error reduction and spread of the constraint for 

the target of projection. 

For initialized predictions, skill scores and model performance indicators have been used to evaluate 

which models perform well and what might contribute to this performance. Skill for both subpolar 

gyre sea surface temperatures (SSTs) and surface temperature over Europe varies over forecast time 

between models, and some time periods in the hindcast period show consistently higher skill than 

others. This suggests that skill estimates vary with natural and internal variability and climatic 

boundary conditions. Understanding how these modes of variability and climatic boundary 

conditions affect the skill of decadal prediction systems can enable a cleaner estimation of the point 

in time at which prediction and projection simulations will have to be merged to produce seamless 

prediction. Additionally, we here tested for the first time the use of SREX regions as focus regions for 

decadal temperature predictions over Europe, as are commonly used in analysis of climate 

projections, setting the scene for possible future merging activities. 

Furthermore, constraints based on reproduction of the observed evolution of natural variability, 

using global SST patterns were explored to understand the effects of aligning climate variability 

when constraining climate projections. This work proved to be a good testbed for subsequent work 

towards merging initialised predictions and projections in a large ensemble context, and we 

recommend exploring this framework further.  

Overall, a common performance-based model metric or constraint from the observed signal that 

relates clearly to either and even more both projection and prediction skill across different climate 

models is yet to be found. This means that when predictions and uninitialized projections are 

merged in task 5.2, multiple observational constraints will need to be carefully managed across the 

merged product and applied on a case-by-case basis dependent on the target of prediction, 

projection, or the merged product. Objective comparisons of different methodologies, and hybrid 

approaches between them that have been pursued in this deliverable, go beyond what has 

previously been done, and suggest pathways towards more robust climate projection 

methodologies. 

The results shown here will be valuable towards the Task 5.3 goals, namely to evaluate to what 

extent the constraints on decadal subpolar gyre predictability and subsurface stratification are 

reflected in the merged seamless information; to assess the risk of abrupt (<10 years) subpolar gyre 

change in the seamless information; and to evaluate to what extent the constraints on seasonal-

mean and extreme temperature and seasonal precipitation over large European regions are 

reflected in the merged seamless information. These full objectives will be targeted once merged 

pilot predictions are available.  Towards these further goals, we will extend our analysis to 

temperature and precipitation extremes on monthly timescales, and if time allows, shorter 

timescales. 
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2. Project objectives 

These deliverables have contributed to the following EUCP objectives (Description of Action, Section 
1.1): 

No. Objective Yes No 

1 
Develop an ensembles climate prediction system based on 
high-resolution climate models for the European region 
for the near-term (~1-40 years) 

 x 

2 
Use the climate prediction system to produce consistent, 
authoritative and actionable climate information 

x  

3 
Demonstrate the value of this climate prediction system 
through high impact extreme weather events in the near 
past and near future 

 x 

4 
Develop, and publish, methodologies, good practice and 
guidance for producing and using EUCP’s authoritative 
climate predictions for 1-40 year timescales 

x  
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3. Detailed report 

3.1 Introduction 

This deliverable aims to exemplify WP5’s brief of pulling together threads from different EUCP work 

packages (typically WP1 and WP2)  that use observations to weight (or select) simulations from 

various climate models. It assesses the value of observational constraints and skill scores in both 

prediction and projection systems, as accounting for both is key to creating a skilful merged 

prediction/ projection system in the future that has skill on both short and longer timescales. 

Specifically, observational constraints used here are based on metrics involving observed mean 

climate and climate evolution, including skill scores based on hindcasts of observations and metrics 

focusing on mechanisms of predictability. This deliverable reports on the crosscutting relevance of 

observational constraints and skill derived by comparing observations to modelling systems. It 

reflects on the consistency of observational constraints across prediction/projection timescales and 

approaches, and pilots opportunities for building upon multiple constraints. Its ultimate goal is to 

inform the use of observational constraints in the merged prediction and projections products on 

timescales from one to about 50 years originating from WP5 and EUCP.  

Due to its relatively early timing in WP5, this deliverable is a discussion document introducing 

different constraints used across the project, and their level of consistency with each other, rather 

than seeking to produce a final conclusion. This deliverable also reflects on how observational 

constraints may be used in uncertainty characterization across EUCP, and the challenges in keeping 

them consistent across prediction timelines if using different observational constraints. 

Focus regions considered in this deliverable are similar to those used in Brunner et al. (2020a), 

namely the SREX regions Northern Europe (NEU), Central Europe (CEU) and Mediterranean (MED), 

and the main focus is on predicting change in the spatial averages of temperature and precipitation 

in those regions.  

The focus of this deliverable is on constraints and merging in time. However, observational 

constraints may also inform on the realism of differences in projections and predictions between 

high resolutions, particularly convection resolution, climate models and standard projection tools. 

An example might be changes in summer rainfall where results may vary between modelling tools. 

This latter point is added to recommendations but not further discussed here, as this work has not 

yet been done, but could be considered in the future. 

This deliverable aims to: 

● Compare and cross analyze the use of observational constraints and model selections across 

predictions and projections and determine if multiple observational constraints may further 

improve skill in predictions and projections. 

● Determine consistency of observational constraints across lead times and from predictions 

to projections. 

● Develop suggestions how to reflect observational constraints in merged 

prediction/projection products. 
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In order to compare observational constraints across a consistent framework, the study sought to 

target a coherent selection of climate model projections from the Coupled Model Intercomparison 

Project Phase 6 (CMIP6; Eyring et al., 2016), initialized predictions from the Decadal Climate 

Prediction Project (DCPP; Boer et al., 2016), and individually forced historical simulations from the 

Detection and Attribution Model Intercomparison Project (DAMIP; Gillet et al., 2016). The overlap 

between all three types of simulations, however, was not large enough to evaluate the different 

constraints, particularly when accounting for the use of different model versions between DCPP and 

DAMIP in several model systems (table 3). As a result, slightly inconsistent sets of simulations have 

been used between predictions, projections and DAMIP analyses, drawing from the largest possible 

subset of CMIP6 model output for each application. If a larger family of models were available than 

used here (see Table 1), the closeness of different models to each other would also need to be 

considered (Knutti et al., 2013). 

 

3.2 Building upon WP2 constraints presented in deliverable D2.1/2.2 (ETH) 

The work in WP2 is closely related to the WP5 efforts and therefore some relevant results are 

described here. One of the main objectives of WP2 is the production of future climate projections 

and related uncertainties on time-scales beyond 10 years and thus it provides the long-term part for 

the merging of climate projections and predictions discussed in this deliverable. The most relevant 

WP2 tasks in this context include (i) assessing the relevance of constraints for future climate 

projections, (ii) comparing and discussing the results of different constraining methods, and (iii) 

investigating the implications of these constraints for European climate.  

These tasks are still ongoing but first results were presented in a joined deliverable (D2.1 and D2.2) 

submitted in December 2019 and summarized here. The core part of this deliverable was a scientific 

paper in Journal of Climate, which was published recently (Brunner et al. 2020a). This paper 

constitutes a comparison of eight different methods used to constrain future European climate 

projections using a consistent framework. In addition, reasons for agreements and disagreements 

across these methods are discussed, with direct implications for the work in WP5.  

The results in Brunner et al. (2020a) focus on temperature and precipitation changes between 1995-

2014 and 2041-2060 under RCP8.5 (i.e., using CMIP5). A common framework was developed to 

allow a consistent comparison between the different methods, including a set of European sub-

regions.  This proved to be an essential effort as the lack of coordination across methods in the 

presentation of results was identified as a main obstacle for comparison: “a consistent comparison 

may be hindered by subtle differences in [the methods] setup such as domain and grid resolution, 

season and time period, models and ensemble members included, or reported results (such as mean 

versus median or standard deviation versus percentile range). In such cases the results may diverge 

not only due to assumptions and characteristics inherent to the methods but also due to these 

differing setups” (Brunner et al. 2020a).  

Figure 1 shows some results of the comparison, for a detailed discussion of the results and the 

underlying methods we refer to Brunner et al. (2020a). While all methods clearly show the 

anthropogenic warming signal, the comparison reveals different levels of agreement based on the 

region considered and the metric of interest (e.g., median versus 80% range). In general, methods 
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more often agree in the central estimate while uncertainty ranges can be fairly different, particularly 

for the more extreme percentiles (see, e.g., figure 1d). However, for some regions, the median 

values can also differ across methods, and in isolated cases, methods also disagree on the direction 

of the shift from the unconstrained distributions. Methods also constrain to different extents, with 

some methods leading to a stronger reduction in spread while others hardly reduce it. This can be 

due to using observations more or less completely and efficiently, but can also reflect neglected 

structural uncertainties (such as model error).   

 

 Figure 1: Summer (July–August) temperature change 2041–60 relative to 1995–2014 for (a) the 

combined European region as well as (b)–(d) the three European SREX regions (Northern Europe, 

Central Europe, and the Mediterranean) using RCP8.5. The lighter boxes give the unconstrained 

distributions originating from model simulations; the darker boxes give the observationally 

constrained distributions. Shown are median, 50% and 80% range. The horizontal light grey box and 

lines centered on zero in the diagram show the same percentiles of 20-yr internal variability based 

on observations. Methods used in this deliverable are coloured, additional methods are in grey. 

Adapted from figure 6 in Brunner et al. (2020a). 

Given the diversity of methods investigated in WP2, some differences are not unexpected and 

Brunner et al. (2020a) dive into several avenues exploring why the methods might produce different 

projection ranges: 
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1. Differences in underpinning assumptions 

2. Differences in uncertainties accounted for 

3. Differences in the application of constraints 

4. Physical and spatial consistency of characteristics of the outputs 

This discussion of the source of differences will, at least in part, be relevant also for discussing 

predictions and their merge with  projections in WP5, for example by helping to avoid (possibly 

hidden) discontinuities between the prediction and projections time horizons through the use of 

appropriate constraining methods. Finally, Brunner et al. (2020a) identify ways forward, which, 

again, have direct relevance for the existing and future work of WP5 as well as for interpreting the 

results. In summary, several avenues can be explored to make best use of the created uncertainty 

ranges (from projections as well as from predictions): 

1. Considering the decision context in which the PDFs are used 

2. Using cases where all (most) methods agree 

3. Combining methods either before or after the PDF calculation 

4. Selecting reliable and skillful methods based on a consistent test score, for example, in 

‘perfect’ or ‘imperfect’ model tests. 

An important lesson from Brunner et al. (2020a) when using constraints is that the extent to which 

internal climate variability (shown in figure 1 for 20-year mean values of temperature) is considered 

varies between approaches. Therefore, when merging initialized and non-initialized predictions over 

time, it needs to be clear what the role of internal variability is in the merged product, and ensure 

that there is a smooth transition for both the underlying forced signal at the merge point (which is 

constrained by the approaches shown above), and natural variability. Internal variability as well as 

the forced component are the target of prediction, yet at the merge point, the point where the 

importance of internal variability diminishes to insignificance, it needs to smoothly transition to the 

full variability shown in the non-initialized simulations. Methods that do not include an envelope of 

natural variability but constrain the signal only (such as ASK) need to add this variability later. 

 

3.3. Lessons from the UKCP18 observational constraint (UK Met Office) 

The UK’s national scenarios, UKCP18 include sets of 28 global and 12 regional projections from 

alternative climate models, including perturbed parameter ensembles (PPEs) derived from the latest 

UK climate model, and (in the case of the global projections) CMIP5. Also included is a set of 

probabilistic climate projections, derived from a larger set of 360 model simulations, again based on 

a combination of PPE and CMIP5 runs. These have been combined to make the pdfs, using a 

Bayesian framework that includes the formal application of several observational constraints. These 

consist of climatological spatial fields for a set of standard climate model evaluation variables, plus 

changes observed during the 20th century in carbon dioxide concentration, upper ocean heat 

content and global patterns of surface temperature. The UKCP18 method was one of the approaches 

covered in Brunner et al. (2020a). Here, we provide examples of the impact of these constraints, on 

the uncertainty ranges that emerge from the pdfs. The method is detailed in Murphy et al., 2018; 

based on Murphy et al., 2009, Sexton et al., 2012; Booth et al., 2017 and Harris et al., 2013.  
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Figure 2: Examples of the impact of constraints derived from historical climatology (Hist), historical 

global surface air temperature trends (Hist+SAT), historical trends in atmospheric CO2 concentration 

(Hist+SAT+CO2), and upper ocean heat content (Hist+SAT+CO2+OHC), in modifying the prior 

distribution to form the posterior. The 5th, 50th (median) and 95th percentiles are plotted, along 

with the pdfs. 
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Figure 2 illustrates the impact of observational constraints on UKCP18 results for global mean 

temperature, and summer temperature and precipitation for Southern England; 2080s relative to 

1981-2000, under RCP8.5. The red curves show the prior distributions. The blue curves show the 

posterior distributions, in which all constraints are applied simultaneously, accounting for 

relationships between them. The other curves show sensitivity tests in which individual constraints 

are applied successively, in order to assess their influence. Results show that as well as narrowing 

the range, specific constraints can also alter the relative likelihood assigned to different parts of the 

distribution. As an example, the chance of a summer drying is upweighted in the posterior, 

compared with the prior distribution.   

Experiences with use of observational constraints in UKCP18 illustrate that: 

● Combining multiple constraints provides more powerful estimates of the relative likelihood 

for alternative future outcomes, since each individual constraint contributes new 

information that is partially independent. 

● When considering the effects of individual constraints in our sensitivity tests, the first two 

constraints applied (climatology and historical temperature changes) have the largest 

impact. 

● A caveat is that the diagnosed impact of specific constraints can depend on the order in 

which they are applied. Here, for, example, the effects of historic changes in carbon dioxide 

concentration and ocean heat content are correlated with the impact of past changes in 

surface temperature, and appear small because they are applied after the surface 

temperature constraint (see figure 2). If the order was reversed, the carbon dioxide and heat 

content constraints might appear larger. 

● There is plenty of scope to refine such constraint methods in the future. For example, 

metrics of climate variability are not yet considered in the set of historical climatology 

constraints. 

 

3.4 Pathways to selecting/combining observational constraints for non-initialised 

projections (UEdin with ETH and IPSL) 

We have piloted an example of combining different observational constraint methods, in order to 

test a potential approach that might harness the various strengths of each paradigm, and as an 

opportunity to discuss the challenges and limitations involved in such an endeavour. 

3.4.1 The ClimWIP approach: model weighting based on historical performance 

The latest version of the Climate model weighting by Independence and Performance (ClimWIP) 

method used here is described in Brunner et al. (2020b, in press) and is based on earlier work by 

Brunner et al. (2019), Lorenz et al. (2018), and Knutti et al. (2017). ClimWIP applies weights to an 

ensemble of climate models based on their historical performance in a range of diagnostics and also 

provides the possibility of accounting for model inter-dependence.  

In this first pilot study, we only use the performance weighting part of ClimWIP and disregard the 

dependence weights. Performance is based on each model's generalised distance to observations 
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(ERA5 and MERRA2) in 5 diagnostics evaluated from 1980 to 2014: global, spatially resolved fields of 

climatology and variability of near-surface air temperature and sea level pressure as well as global, 

spatially resolved fields of near-surface air temperature trend (Brunner et al 2020b). It is important 

to note that the weights used here are optimised to constrain global mean temperature change in 

the second half of the 21st century for the full CMIP6 ensemble. However, to test the general 

applicability of our approach we apply them to a subset of 9 models and regional temperature 

change for which DAMIP simulations (Gillett et al., 2016) are available. Hence, we stress that in a 

more thorough study the calibration parameters of ClimWIP as well as the diagnostics should be 

selected based on the target region and variable. This could, for example, include physical 

understanding of the most important processes relevant for the target as well as statistical 

relationships between the diagnostics and the target.    

We use two different combinations of diagnostics to calculate the performance weights: the 

optimised combination described in Brunner et al. (2020b) including temperature trends, and a 

version without temperature trend in order to avoid accounting for it twice when applying 

constraints subsequently, as it is also used by ASK (see table 1), and the ASK method is strongly 

driven by temperature trends. Note that this modification of ClimWIP will most likely reduce its 

performance as a constraint.  

The distribution of weights assigned to the CMIP6 ensemble when using all five diagnostics, and 

when not using the temperature trend, is shown in figure 3 for independence, performance, and the 

combined case. Figure 4 shows the correlation between both cases for the subset of models that 

provide DAMIP runs.  Both figures highlight the crucial role trend plays for some models (such as 

HadGEM3) with their weights changing considerably between the cases with and without trend 

information included in the weights. As discussed in Brunner et al. (2020b) this is attributable to a 

large degree to several models which show strong warming (orange labels in figure 3) receiving low 

weights as their trend differs from the observations.  

 

Table 1: List of the CMIP6 models used in the ASK-ClimWIP constraining intercomparison pilot study. 
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Figure 3: Combined independence-performance weights for each CMIP6 model (line with dots) as 

well as pure performance weights (squares) and pure independence weights (triangles). All three 

cases are individually normalised and the equal weighting each model would receive in a normal 

arithmetic mean is shown for reference (dashed line). Labels of the models with DAMIP runs (used in 

this study, see Table 1) are highlighted in bold font. Labels are coloured by each model’s Transient 

Climate Response value: > 2.5 °C - red, > 2 °C - yellow, > 1.5 °C - green, and ≤ 1.5 °C - blue. The 

number of ensemble members per model is shown in brackets after the model name. (a) Weights 

including temperature trend information and (b) weights without temperature trend information. 

Adapted from Brunner et al. (2020b, revised). 
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Figure 4: The relationship between the model-specific relative weights assigned by ClimWIP, 

computed without using temperature trend information (along the x-axis), and including a 

temperature trend metric (along the y-axis). The values are shown in Table  

 

3.4.2. The ASK approach: constraint based on estimation of the forced signal 

The ASK method (Allen et al., 2000; Stott & Kettleborough, 2002; Kettleborough et al., 2007, 

Shiogama et al., 2016) utilises regression-based detection and attribution techniques to derive an 

observational constraint on the best estimate and uncertainty range of future climate projections. 

The underlying approach seeks to detect a signal in observations that can be related to the climate 

model’s forced response, thus the ASK method is most readily applicable over regions and seasons 

where the spatio-temporal patterns have a relatively high signal-to-noise ratio. Given estimates of 

the noise (internal variability of the model), the method computes a range of factors by which the 

simulated model response can be scaled and remain consistent with the observed signal. This set of 

scaling factors can then be applied as a scaling to future climate projections, providing an 

observational constraint based on the detection of the forced response in the historical simulations. 
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ASK Background 

The method assumes that the true observed climate response, 𝑦𝑜𝑏𝑠, to historical forcing is a simple 

linear combination of one or more (n) individual forcing fingerprints, 𝑋𝑗. These are usually obtained 

by averaging across the multimodel ensemble, or in some cases shown below, by applying a 

weighted average across results from individual models. Fingerprints are scaled by their respective 

scaling factors, 𝛽
𝑗
, accounting for noise in both the observations, 𝜀𝑜𝑏𝑠, and in the modelled 

response to each of the forcings, 𝜀𝑗, as expressed: 

𝑦𝑜𝑏𝑠 = ∑ 𝛽𝑗(𝑋𝑗 − 𝜀𝑗)𝑛
𝑗=1 + 𝜀𝑜𝑏𝑠  (1) 

In this study we explore four different linear combinations (Eq. 1) of model fingerprints, as follows: 

a) 𝑦𝑜𝑏𝑠 = 𝛽𝑎1(𝑋𝐻𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙 − 𝜀𝐻𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙) + 𝜀𝑜𝑏𝑠,       (2)

 where 𝛽̂
𝐴𝐿𝐿

= 𝛽𝑎1 . 

b) 𝑦𝑜𝑏𝑠 = 𝛽𝑏1(𝑋𝐻𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙 − 𝜀𝐻𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙) + 𝛽𝑏2(𝑋𝐺𝐻𝐺 − 𝜀𝐺𝐻𝐺) + 𝜀𝑜𝑏𝑠,     

 where 𝛽̂
𝐺𝐻𝐺

= 𝛽𝑏1 + 𝛽𝑏2 ;  𝛽̂
𝑂𝑇𝐻

= 𝛽𝑏1. 

c) 𝑦𝑜𝑏𝑠 = 𝛽𝑐1(𝑋𝐻𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙 − 𝜀𝐻𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙) + 𝛽𝑐2(𝑋𝑁𝑎𝑡 − 𝜀𝑁𝑎𝑡) + 𝜀𝑜𝑏𝑠,     

 where 𝛽̂
𝐴𝑁𝑇

=  𝛽𝑐1 ;  𝛽̂
𝑁𝐴𝑇

= 𝛽𝑐1 + 𝛽𝑐2. 

d) 𝑦𝑜𝑏𝑠 = 𝛽𝑑1(𝑋𝐻𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙 − 𝜀𝐻𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙) + 𝛽𝑑2(𝑋𝐺𝐻𝐺 − 𝜀𝐺𝐻𝐺) + 𝛽𝑑3(𝑋𝑁𝑎𝑡 − 𝜀𝑁𝑎𝑡) + 𝜀𝑜𝑏𝑠,   

 where 𝛽̂
𝐺𝐻𝐺

= 𝛽𝑑1 + 𝛽𝑑2 ;   𝛽̂
𝑁𝐴𝑇

= 𝛽𝑑1 + 𝛽𝑑3 ;  𝛽̂
𝑂𝑇𝐻

= 𝛽𝑑1. 

 

A confidence interval for each of the scaling factors describes the range of magnitudes of the model 

response that are consistent with the observed signal. A forced model response is detected if the 

range of scaling factors are significantly greater than zero, and can be described as being consistent 

with observations if the range of values contains the magnitude of one (=1). 

Two different approaches were used for estimating the confidence intervals on scaling factors: 

1. Noise sampling: Confidence intervals are estimated by adding samples from the piControl 

simulations (of the same length) to the noise-reduced fingerprints and observations, and 

recomputing the TLS regression (10,000 times) in order to build a distribution of scaling 

factors, from which the 5th-95th percentile range can be computed. 

2. Bootstrapping: Following DelSole et al. (2019), new fingerprints are determined by randomly 

sampling, with replacement, corresponding values from the observations and model 

fingerprints to form new arrays the same length as the original. A scaling factor is calculated 

by regressing the resampled model fingerprint(s) onto the resampled observations, and the 

process is repeated (10,000 times) in order to build a distribution from which the 5th-95th 

percentile range can be computed. 

For the results that follow, we have chosen to display confidence intervals from the noise sampling 

approach. The bootstrap confidence intervals have also been checked, and while there are slight 

differences in the spread, the two measures generally provide consistent and robust agreement.  
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Datasets used in the study 

Observations come from the gridded E-OBS v19.0e dataset (Haylock et al., 2008), with monthly 

values computed from the daily data.  The study uses CMIP6 model simulations (Eyring et al., 2016) 

run with historical forcings, and Detection and Attribution MIP (DAMIP) single-forcing simulations 

(Gillett et al., 2016) over the same period. For the future projections, historical simulations are 

extended with CMIP6 Scenario-MIP Shared Socioeconomic Pathway (SSP) (Gidden et al., 2019) 

simulations. This analysis uses the set of 9 models with 33 total ensemble members (Table 1), that 

were readily available in CEDA (retrieved through JASMIN in September 2020), common to the 

required set of simulations.  

Note that a smaller number of DAMIP single-forcing simulations are available compared to the 

Scenario-MIP runs, which limits (the ASK approach) from being able to be applied (as a constraint) to 

the full set of CMIP6 future projections. Herein the ‘unconstrained’ or raw spread of future CMIP6 

models displayed for comparison to the constrained distributions, is the common limited set of 

models (Table 1) from which the historical detection and attribution has been performed. 

The monthly surface air temperature fields from the observations and each of the CMIP6 model 

ensemble members were spatially regridded to a regular 2.5° × 2.5° latitude-longitude grid, with only 

the gridboxes over land (with no missing data throughout time) being retained in the analysis. The 

resulting masked fields (from observations and all individual model ensemble members) were 

spatially averaged over a European domain (EUR) and three sub-domains (NEU, CEU and MED; as 

described in Brunner et al., 2020a). 

3.4.3 Comparing and combining the ClimWIP and ASK constraints 

As an initial step for this pilot study, we here applied a very simple and straightforward approach to 

combining the observational constraints from ASK and ClimWIP. We explored the use of model 

performance weighting (3.4.1) in constructing each of the multi-model mean fingerprints that are 

subsequently used in the derivation of the detection and attribution constraint (3.4.2). 

Thus, two sets of multi-model mean fingerprints are computed in each instance (for each region, 

season, etc.).  Firstly, an equal-weighted set of multi-model fingerprints, reflecting the standard ASK 

approach used heretofore, and for comparison, a second set of multi-model fingerprints computed 

using the ClimWIP performance weighting. When combining the constraints in this way, we choose 

to restrict ourselves to the ClimWIP performance weights that were derived without temperature 

trend information (recall 3.4.1), given this would otherwise incorporate a measure of the model’s 

climate sensitivity into the weighting, which might impact the justification for applying subsequent 

detection and attribution techniques. 

Annual surface temperature anomalies from 1950 to 2014 are displayed in Figure 5 with the upper 

left panel showing the equal-weighted time series, and the lower left panel showing the time series 

after applying the ClimWIP weights (without trend). The same observed annual time series (E-OBS, 

black line) has been plotted in each panel, along with the CMIP6 multi-model mean (of ensemble 

means) of the all-forcing historical simulations (brown line), the greenhouse gas single-forcing 

historical simulations (red line), and the natural single-forcing historical simulations (green line). A 

measure of the internal variability of the CMIP6 models is estimated by averaging the standard 
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deviation (65-yr samples) of the associated piControl simulations, and is indicated by the 

background-shaded region. 

 

Figure 5: Annual time series (left panels) of European surface air temperature anomalies (relative to 

1950-2014) from observations (E-OBS v19, black line) and CMIP6 historical simulations (all forcings, 

brown line; GHG-only forcing, red line; and NAT-only forcing, green line), displaying the multi-model 

mean of ensemble means (9 models, 33 total ensemble members), with the shaded region denoting 

the multi-model mean variability (±1 standard deviation) of the associated piControl simulations.  

The scaling factors (right panels) are derived from TLS regressions of the CMIP6 model fingerprints 

and the observations and indicate to what extent the multi-model mean fingerprint needs to be 

scaled to best match observations (centre) and can be scaled to still be consistent with observations 

(5-95% range). Results show the 1-signal (ALL), 2-signal (GHG & OTH; ANTH & NAT), and 3-signal 

(GHG, NAT & OTH) scaling factors. The observations and model fingerprints are the conjoined annual 

time series of three spatially-averaged regions: NEU, CEU, and MED. The upper panels display the 

time-series fingerprints and associated scaling factors using an equal-weighted multi-model mean; 

the lower panels use ClimWIP performance (without trend information) weighting to weight the 

multi-model mean fingerprints for deriving the scaling factors. Confidence intervals show the 5th-

95th (thin bars) and 25th-75th (thicker bars) percentile ranges of the resulting scaling factors.  

The scaling factors were derived through a total least squares regression of the multi-model mean 

fingerprints onto the observations. The scaling factors that are shown in Figure 5 were derived using 

fingerprints comprising the conjoined annual time series of the three spatially-averaged European 

subregions (NEU, CEU, and MED; 3 x 65 = 195 years). The analysis was also performed using a single 

European average fingerprint, and separate single-subregion fingerprints (NEU/CEU/MED). As 

expected, the 3-region fingerprint generally provides a tighter constraint on the scaling factor 
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because of the additional (spatial) information included in the fingerprint that strengthens the signal 

to noise. However, the subsequent qualitative differences in the derived scaling factors (to be shown 

in the results that follow), when comparing the impact of using an equal-weighted or ClimWIP-

weighted fingerprint, are generally found to be robust irrespective of the particular fingerprint 

formulation.   

Multiple total least square regressions have been performed with the different model fingerprints, 

including a 1-signal all-forced (ALL), two different 2-signal approaches using the greenhouse gas 

(GHG), other anthropogenic (OTH), combined anthropogenic (ANTH), and natural (NAT) forcings 

(GHG & OTH; ANTH & NAT), and a 3-signal (GHG, NAT & OTH) detection and attribution analysis, as 

expressed in Eq. 2(a-d). The resulting sets of scaling factors (for annual European temperature 

projections) are shown in the right-hand panels of Figure 5, with the upper and lower panels 

showing the scaling factors following regressions using the equal-weighted and ClimWIP-weighted 

model fingerprints, respectively.  

When comparing between the different constraints, one notes an overall narrowing of the 

uncertainty range in the scaling factors (providing a slightly tighter constraint) when using the 

ClimWIP-weighted model fingerprints, particularly the natural scaling factor. The best-estimate 

magnitudes of the leading signal (ALL, GHG, ANTH) scaling factors also remain robust. Results 

suggest that the response to aerosols is larger (than in the observations) in both the weighted and 

unweighted cases.  This provides motivation for using the ASK method with the single forced future 

simulations, as it suggests that methods which do not account for the disparity between the 

greenhouse gas and aerosol forcings could lead to biased projections. Overall, the sensitivity of the 

estimated amplitude of natural and aerosol response probably reflects model differences in 

emphasis between ClimWIP weighted and unweighted cases.  

To explore differences between seasons, Figure 6 shows the summer and winter (upper two and 

lower two panels, respectively) time series of European temperature anomalies, along with the 

associated scaling factors; once again (as in Figure 5) showing the results of using either equal-

weighted multi-model mean fingerprints or ClimWIP-weighted fingerprints (the upper and lower 

panels of each season, respectively). Note that the combination of results yields stronger constraints 

when separating out the greenhouse gas signal (which is particularly useful for constraints) in 

particular, as the contribution by natural forcing, other anthropogenic and greenhouse gas forcing to 

winter temperature change is far more separable (given noise uncertainty) in the ClimWIP 

constrained case. Results also appear to be less degenerate (no longer getting the very large error 

bars in the other and natural signals).  

The different constraints are summarised in Figure 7, where they have been applied to the CMIP6 

future projections for the mid-century (2041-2060), displayed here as the annual and seasonal 

European surface air temperature difference (°C) relative to a recent reference period (1995-2014). 

The black bars show the unconstrained CMIP6 distribution (5th-95th percentile spread by the thin 

lines, 25th-75th percentile spread by the thicker lines, and the 50th percentile by the square box), 

which can be compared with the ClimWIP-only constraints (blue bars), the ASK-only constraints 

(solid red and orange bars), and the ASK-ClimWIP combined constraints (red and orange bars, white 

stripe). 
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Figure 6: Same as Figure 5, but separately showing both European summer (JJA, upper two panels) 

and winter (DJF, lower two panels) temperature anomalies (relative to 1950-2014), and associated 

scaling factors. Note that the annual time series of temperature anomalies have been plotted on a 

scale spanning 3x that shown in the summer panels, due to larger natural variability. The missing 

scaling factors in the equal-weighted winter panels (third row) are located outside of the displayed 

axis range, and suggest degeneracy of the natural and other anthropogenic forcing response with 

internal variability in this case. 
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This study yields three different constraints to compare with the unconstrained CMIP6 distribution: 

1. ClimWIP-only (both without-trend and including-trend variants) 

2. ASK-only (focussing on the ASK-GHG and ASK-ANT variants) 

3. ASK-ClimWIP combined (using the without-trend variant of ClimWIP) 

 

 

Figure 7: Distributions of projected European annual (top panel) and seasonal (lower four panels) 

mean temperature anomalies for the period 2041-2060, relative to 1995-2014. Line colours denote 

the CMIP6 (SSP5-8.5) unconstrained model range (black); the ClimWIP performance-based weighted 

distributions, derived without the global temperature trend (light blue), and including the 

temperature trend (dark blue); the GHG- (red) and ANT- (orange) constrained distributions derived 

using the ASK method, using equal-weighted model fingerprints (solid bars) and the ClimWIP- 

weighted model fingerprints (bars with white stripes). The median (square marker) of each 

distribution, along with the 5th-95th (thin bars) and 25th-75th (thicker bars) percentile range of the 

distributions is shown. 
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The projected temperature ranges under the ASK constraints (ASK-only and ASK-ClimWIP combined) 

are calculated by simply scaling the future CMIP6 (SSP5-85) multi-model mean temperature 

anomalies (unweighted and ClimWIP-weighted, respectively) by the associated scaling factors (with 

their uncertainty ranges, as shown in Figures 5 and 6). The constraints on projections of future 

annual European temperature (Figure 7, top panel) all indicate a slight reduction in the magnitude of 

warming, except for the ClimWIP-only variant without trend information (light blue) which for 

discussion purposes here we will disregard because its primary purpose in this study was to provide 

the weighted fingerprints utilised in the ASK-ClimWIP combined constraints (recall section 3.4.1). 

Both the primary ClimWIP-only (dark blue) and ASK-only (red and orange) constraints show a 

reduction in warming, and a slightly tighter spread compared to the unconstrained, especially the 

inner 25th-75th percentile range.   

When applied to various seasons (Figure 7, lower panels), some differences emerge in the projected 

temperature ranges shown by the different constraints. While summer and autumn indicate a 

consistent reduction in the projected warming, both when applying ClimWIP-only and ASK-only 

constraints, in winter and spring there is less agreement, in particular winter which shows a large 

uncertainty range in the ASK-only constraint. This re-emphasises the limits of being able to apply an 

ASK constraint in periods with particular low signal-to-noise; winter, for example, where as 

previously shown (Figure 6) the scaling factors have a huge uncertainty range.  As shown with the 

scaling factors discussed earlier, there is some promise in the combined ASK-ClimWIP constraints in 

being able to provide tighter constraints during these seasons of reduced signal-to-noise, and our 

future research efforts will evaluate to what extent this level of improvement is robust.   

3.4.4 Out-of-sample testing of the observational constraints using CMIP5 as pseudo-observations 

In this section we employ an out-of-sample framework for testing the performance of the different 

approaches outlined above in 3.4.3 (ClimWIP-only, ASK-only, ASK-ClimWIP combined). This is done 

by drawing a set of pseudo ’observations’ (pseudo-obs) from the ensemble of CMIP5 simulations. 

That is, we treat a randomly drawn simulation from the CMIP5 archive as a test observed case, 

which is used both over the historical period for deriving the various observational constraints (i.e. 

as the observations onto which we regress the model fingerprints), and then also into the future 

period in order to test the reliability of the constraints. This process is then repeated for several 

pseudo-obs samples (we use 63 in this analysis) to build statistical measures of the constrained 

distributions, including the spread and reliability.  

This was feasible in-part because the various ClimWIP weighting vectors for the CMIP6 models had 

already been computed using CMIP5 as pseudo-obs (Brunner et al., 2020b), and thus provided a 

relatively straightforward means of testing the different constraints. In contrast to the “real” 

observations (where a combination of two observational datasets was used), the pseudo-obs 

approach always only uses one model at a time. In addition, there are certain features of the CMIP5 

and CMIP6 suite of models that need to be kept in mind, for example, that some CMIP6 models are 

“next generation” CMIP5 models and as such might be structurally quite similar. A more detailed 

discussion can be found in Brunner et al. (2020b). 
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A limitation to this testing framework is that it assumes the same radiative forcing. The CMIP5 future 

simulations were run under the RCP8.5 emissions scenario, whereas the CMIP6 simulations utilise 

the newer SSP5-8.5. While designed to follow a similar radiative forcing change, the SSP can follow 

slightly different pathways to the RCP8.5 scenario (Forster et al., 2020). While these differences may 

have some impact on the interpretation of our results, and thus will require further investigation, it 

is thought that these are likely to be relatively minor. In any case, the ASK method itself (as 

implemented here, scaling the all-forced future runs with the GHG-only or ANT-only scaling factors) 

already makes underlying assumptions about the future radiative forcing agents.   

A benefit of using CMIP5 simulations here is that the same prediction tool can be used without 

having to withhold a model that is used for the perfect model test (as had to be done in Schurer et 

al., 2018). A further benefit of using a separate set of CMIP5 simulations for testing, rather than just 

testing from within the CMIP6 distribution (e.g. a leave-one-out sample test) is that it provides a 

stress-test for  the situation when the ‘actual truth’ lies outside of the ensemble, i.e. can the 

constraint capture a future that may be outside of the unconstrained envelope?  

Notwithstanding the assumption of similar radiative forcing, the benefit of testing whether the 

constraints can pick-up (through weighting and/or forced-signal scaling factors) the different climate 

sensitivities of CMIP5 vs CMIP6 makes this out-of-sample testing an interesting pursuit. 

The results of the out-of-sample testing are summarised in Figure 8, for both the unconstrained 

CMIP6 distribution (black line) and the different constrained distributions (coloured lines), for the 

projections of European summer temperature. The left panels display the average spread or 

“sharpness” of the 63 sets of distributions (one set of constrained distributions derived using each of 

the pseudo-obs members), while the right panels display the percentage of the future pseudo-obs 

trajectories that are found to lie within those various distributions, or in other words, the 

“reliability” of the constraining approach. Every marker (plotted in 5-yr increments) denotes the 20-

yr moving average of the distributions’ spread and reliability, thus the marker at 2050, for example, 

reflects the average spread and reliability of the constraints, averaged from 2041-2060. 

The upper panels depict the 5th-95th percentile “outer” spread (on the left) and the associated 

reliability of the distributions (on the right), thus the 90% marker (dotted black horizontal line) 

indicates the ideal reliability for a well-performing constraint (i.e. that 90% of pseudo-obs 

trajectories were found to lie between the 5th-95th percentile of the projected distribution).  In a 

similar way, the 25th-75th percentile “inner” spread and reliability (ideally capturing 50%) is shown 

in the lower panels. A reliability measure that is significantly lower than 90% (or 50%) implies that 

the constrained outer (or inner) distribution is inadequate for capturing the future time series (in 

this pseudo-obs testing framework), whereas a reliability that is significantly higher than 90% (or 

50%) would suggest that the outer (or inner) distribution is under-confident, meaning that it might 

not be providing an adequately tight constraint. While a constrained distribution might be more 

reliable in capturing the future pseudo-obs when compared with another constraint, it might be 

doing so because it is a much wider (less sharp) constraint. Thus, it is important to look at reliability 

in conjunction with the sharpness in order to explore the practical utility or benefit of a particular 

constraint compared with another. 

The results for the unconstrained CMIP6 distribution (black lines in Figure 8) sets a point of 

comparison for the various constrained distributions. While the average outer spread of the 
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constrained distributions are about the same or wider than the CMIP6 unconstrained distribution, 

some of the constraints do narrow the width of the inner distribution (25th-75th percentile). The 

CMIP6 unconstrained distribution is unreliable at capturing the CMIP5 pseudo-obs, as one might 

expect with the differing climate sensitivities (between CMIP6 and CMIP5). At mid-century (2050; 

2041-2060), for example, only 50% of the pseudo-obs members were tracked within the 

unconstrained CMIP6 distribution’s 5th-95th percentile range. 

 

Figure 8: Summary plots showing the sharpness of the spread (left panels) of the CMIP6 (9 models, 

33 ensemble members, SSP5-8.5 emissions scenario) unconstrained and constrained distributions, 

and the percentage (right panels) of the ‘pseudo-obs’ members (CMIP5 RCP8.5, n=63) that lie within 

each of these distributions, for future projections (20-yr moving window) of European summer (JJA) 

temperature; depicting the central 90% (5th-95th percentile, upper panels), and 50% (25th-75th 

percentile, lower panels) of the distributions. Line colours denote the CMIP6 unconstrained model 

range (black); the GHG- (red) and ANT- (orange) constrained distributions derived using the ASK 

method; the ClimWIP performance-based weighted distributions, derived without the global 

temperature trend (light blue), and including the temperature trend (dark blue); and the combined 

ASK+ClimWIP constraints (dashed lines). The spread (left panels) of the projected distributions is 

displayed in units relative to the average standard deviation of the associated piControl simulations. 

The various constrained distributions are nearly all seen to be more reliable distributions of future 

projections than the unconstrained CMIP6 reference (right panels of FIgure 8). That is, a higher 

percentage of the pseudo-obs members track through the constrained outer distributions. The ASK-

only constraints (ASK-GHG in red, and ASK-ANT in orange) are both very reliable throughout the 

projected 21st century, whereas the ClimWIP-only constraints are reliable early on in the period, but 

decline over subsequent decades. While this changing reliability with time is of interest here, further 

ongoing work will be required to better understand the causes (and to contextualise the results 

across different seasons and regions). The ClimWIP weighting that includes trend information (dark 

blue line) provides a more reliable constraint than the ClimWIP variant without trend information 

(light blue), whose inner spread is actually less reliable than the unconstrained. The combined ASK + 
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ClimWIP constraints (dashed red and orange lines) do not have a big impact on reliability (compared 

to ASK-only), except to reduce it somewhat with respect to the inner distribution (lower right panel). 

Along with the reliability results, we now also take note of the differing sharpness of the various 

constraints (left panels of Figure 8). The two ASK constraints differ in their average sharpness, with 

ASK-GHG seen to be wider than ASK-ANT.  This is consistent with the scaling factors based on true 

observations, discussed in the previous section (3.4.3), where ASK-ANT was found to also provide a 

tighter constraint (Figs 5-7). Combining both the reliability and sharpness information, ASK-ANT 

provides a good observational constraint, demonstrating reliability along with a relatively narrow 

distribution. The ClimWIP-only (including trend) constraint exhibits a sharpness comparable to the 

ASK-ANT constraint, while the ClimWIP without-trend variant is wider in the inner distribution, and 

slightly narrower in the outer distribution. The combined ASK + ClimWIP constraints yield an average 

spread that is very similar to that of the ASK-only constraints. 

 

Figure 9: Seasonal dependence of results: The RMSE difference between each of the ‘pseudo-obs’ (63 

members, taken from CMIP5) and the centre (median) of each of the CMIP6 raw and constrained 

distributions (different coloured lines), for future projections (20-yr moving window) of European 

temperature, for summer (JJA, top left), autumn (SON, top right), winter (DJF, bottom left), and 

spring (MAM, bottom right). Units are the average standard deviation of the associated piControl 

simulations (different for each season). 

Along with the sharpness and reliability already discussed, we also show an additional metric, the 

average RMSE (Figure 9; the top-left panel displays European summer, as in Figure 8), that is 

computed between the pseudo-obs members and the median of the unconstrained and various 

constrained distributions. The RMSE metric also shows the improvement gained by using a 

constrained distribution (to predict the location of future pseudo-obs) compared with the 

unconstrained reference (black line). The ClimWIP weighting constraint without trend information 

(light blue line) offers very little improvement; however, the ClimWIP constraint with trend 

information (dark blue) significantly reduces the average error in the predictions. The ASK-ANT 
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constraint is seen to be the best by this metric, significantly reducing the RMSE (by almost half) 

throughout the century.   

While the combined ASK + ClimWIP constraint shows substantial improvement compared to the 

unconstrained CMIP6 reference in summer, the RMSE remains larger compared to the equivalent 

ASK-only (i.e. with equal model weighting) constraints. Hence, this out-of-sample testing using 

CMIP5 pseudo-obs has not yet clearly demonstrated, in either reliability, sharpness, or error metrics, 

a benefit that can be gained through the combined ASK + ClimWIP constraint. However, the results 

are intriguing in various ways, and more needs to be done to fully investigate these differences. 

Reflections on how to avoid double counting in observational constraints (e.g. Annan and 

Hargreaves 2011) has been included in this work and will be further refined.  

The performance of these different constraints (ClimWIP-only, ASK-only, ASK+ClimWIP combined) 

varies markedly when considering other seasons (Figure 9) and subregions (Figure 10). While the 

ASK-only constraints perform well in summer (as discussed with Figure 8), in other seasons they do 

quite poorly (at least by the RMSE metric shown in Figure 9), even when just compared to the 

unconstrained distribution. This is not surprising, however, given the differing signal-to-noise ratio 

seen across seasons (as was evident in Figure 5). The ClimWIP-only constraint, however, particularly 

the variant that includes a model’s trend performance, provides a constraint that is better than the 

CMIP6 reference across seasons (and subregions, see Figure 10).   

 

Figure 10: Regional dependence of results: The RMSE difference between each of the ‘pseudo-obs’ 

(63 members, from CMIP5) and the centre (median) of each of the CMIP6 raw and constrained 

distributions (different coloured lines), for future projections (20-yr moving window) of summer (JJA) 

temperature, for several regions: Europe (top left), Northern Europe (top right), Mediterranean 

(bottom left), and Central Europe (bottom right). Units are the average standard deviation of the 

associated piControl simulations. 
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In summary, using ASK as an observational constraint for projections of European summer 

temperature is shown to be reliable in this framework. The results of out-of-sample testing produce 

constrained distributions (5th-95th and 25th-75th percentile ranges) that are found to contain the 

future pseudo-obs members around 90% and 50% of the time, respectively. While ClimWIP provides 

a similarly sharp constraint (especially when including trend information) and has good reliability in 

the near term, it appears to be less successful in predictions (of CMIP5, in this testing framework) 

beyond the first couple of decades. We note again that the ClimWIP weights used here are tailored 

to constrain the global mean, annual mean temperatures for the entire CMIP6 ensemble, so we 

would likely expect additional skill if the ClimWIP weights were calibrated to the specifics of this 

study (region, season, etc.), something that we are interested in exploring further. We have also 

begun exploring results for precipitation, which shows some early promise but requires more work 

to be explored prior to publication in the scientific literature. 

There is an indication that the use of model weighting can potentially provide sharper constraints on 

projections, but not in all cases and some of these systematic effects are yet to be understood. 

Gaining a better understanding of the seasonal and subregional variation in the performance of the 

different observational constraints as well as their performance across other climate variables is an 

ongoing task (crosscutting between WP2 and WP5). 

3.4.5 Using observational skill scores for predictions as model weighting 

Lastly, we experimented with using lead-year correlations from Subpolar gyre predictions (Table 2; 

see below), instead of the ClimWIP performance weights, for constructing the multi-model mean 

fingerprints used in the ASK method and deriving scaling factors (Figure 11). While the estimate of 

the GHG signal against other forcings remained fairly robust, the 3-signal regression degenerated 

sharply. This may either reflect that weights inferred from the SPG region are not relevant for 

European land region projections, or that near-term prediction skill, at least in that case, does not 

indicate improved performance for projections. We examine the influence of SPG on European 

summer surface air temperature in more detail in section 3.5.3, while leaving a detailed analysis of 

the effect of decadal prediction skill on projections to be analyzed in the future, evaluating if skill 

scores for the same target of prediction can add value to a constraint. 

Table 2: Anomaly correlation coefficient of SST in the North Atlantic subpolar gyre in initialized 

hindcasts for lead times 1-3 years (1st column), 5-7 years (second column) and non-initialized 

hindcasts (historical simulations, third column) with HadISST sea surface temperature.  
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Figure 11: Same as in Figure 5, but here showing the time series of European summer temperature 

anomalies weighted by the lead-year correlation weights as shown in Table 1, along with the scaling 

factors derived from the weighted model fingerprints regressed onto the observations. Weights are 

based on the correlation for lead-years 1-3 (LY1-3, upper panels) and lead-years 7-9 (LY7-9, lower 

panels).  

 

3.5 Examples of Observational constraints used in initialized predictions (IPSL) 

Several examples of observational constraints in initialized decadal climate prediction simulations 

are presented as well as tested for their potential. These examples include: constraining the amount 

of agreement between model simulations and observations (predictive skill) that arises from the 

initialization process (e.g. Doblas-Reyes et al., 2013) as well as different forcings in the climate 

system over time (as in Brune et al., 2018; Borchert et al., 2019a, Christensen et al., 2020) (section 

3.5.1); constraining the predictive skill found in different initialized model systems using the models’ 

inherent characteristics (e.g. Menary et al., 2015; Menary & Hermanson, 2018) (Section 3.5.2); and 

constraining predictive skill over Europe using predictions of North Atlantic sea surface temperature 

(SST) (as suggested by Sgubin et al., under review) (section 3.5.3). We thus test decadal prediction 

experiments for observational constraints on the time dimension, the model dimension, and the 

spatial dimension, respectively. Among these assessments, the analysis of observational constraints 

on the time (exploring the changing importance of various forcings and internal variability over time) 

and model (a first step towards weighing initialized climate prediction ensembles) dimensions is 

closest to the approach used for climate projections (section 3.4), while a constraint on the spatial 

dimension lies beyond what is currently proposed for projections. All of these explorative 
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investigations will pave the way to merging initialized and non-initialized climate predictions in order 

to tailor near-term climate prediction to individual users’ needs. 

The analyses we present rely on the following methods. We consider SST and surface air 

temperature (SAT) for the period 1960-2014 in our analyses. Our analyses are based on simulations 

from the CMIP6 archive. We analyze initialized decadal hindcasts from the DCPP project (HC; Boer et 

al., 2016), non-initialized historical simulations that are driven with reconstructed forcing (HIST; 

Eyring et al., 2016), as well as simulations from the detection and attribution MIP (DAMIP; Gillett et 

al., 2016) that isolate the effects of different forcings on climate. For comparison and to constrain 

predictions, SST from HadISST (Rayner et al., 2003) and SAT from the HadCRUTv4 gridded 

observational data set (Morice et al., 2012) are used. Agreement between model simulations and 

observations (prediction or hindcast skill) is here quantified as pearson correlation between 

simulation and observation (Anomaly Correlation Coefficient, ACC; Jolliffe and Stephenson, 2003) 

and mean square skill score (MSSS; Smith et al., 2020). ACC tests whether a linear relationship exists 

between prediction and observation, whereas MSSS quantifies the absolute difference between 

simulation and observation. 

We do not subtract any trend from the data sets prior to analysis. In all cases, anomalies against the 

mean state over the period 1970-2005 of the respective data set are formed; this equates to a lead-

time dependent mean bias correction in initialized hindcasts. When focusing on temperature in the 

subpolar gyre (SPG), we analyze area-weighted average SST in the region 45-60N, 10-50W. Surface 

temperature over Europe is represented by land grid-points in the SREX regions Northern Europe (N-

EU), Central Europe (C-EU) and Mediterranean (MED). Whenever appropriate, we analyze how 

prediction skill changes over time (so-called windows of opportunity; Borchert et al., 2019a, Mariotti 

et al., 2020) to attribute changes in skill to specific climatic boundary conditions. 

3.5.1 Constraining the sources of decadal prediction skill for North Atlantic SST  

Focusing on the North Atlantic subpolar gyre (SPG) region, we first study the role that different 

forcings play in modulating North Atlantic SST. A paper summarizing these findings was recently 

accepted for publication in Geophysical Research Letters (Borchert et al., 2020). By showing how 

well simulated North Atlantic SST variations from HC, HIST, and DAMIP align with observations, we 

illustrate the added value of climate model initialization (linking to T5.1) as well as how and when 

forcing impacts decadal variations of North Atlantic SST. This analysis reflects an observational 

constraint on the credibility of North Atlantic SST predictions in the context of different forcings and 

internal variability in the climate system. 

Multi-model means of initialized decadal prediction simulations as well as historical simulations from 

CMIP5 (based on 6 models; Table 3) and CMIP6 (based on 7 models; Table 3) show that CMIP6-

simulated SST generally correlate better with observations than that simulated by CMIP5 models 

(Fig. 12). The improvement from CMIP5 to CMIP6 is mainly explained by improved representation of 

North Atlantic SST in historical simulations in CMIP6 compared to CMIP5 (Fig. 12e-h), indicating a 

reduced impact of initialization on decadal prediction skill in CMIP6 (as will be investigated explicitly 

in T5.1, D5.2). The relatively small influence of initialization on North Atlantic SST prediction skill in 

CMIP6 is particularly surprising in the subpolar gyre (SPG) area (indicated in Fig. 12e,f), which has in 

the past been strongly implicated to show large initialization-related skill increase (e.g. Yeager & 

Robson, 2018; Brune & Baehr, 2020). This implies a stronger role for forcing in  
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Figure 12: Anomaly correlation (ACC) between different multi-model ensemble means and observed 

SST from HadISST. (a,b) show ACC of CMIP5 initialized hindcasts (HC5; lead years 5-7) and historical 

simulations (HIST5) for the period 1965-2005, respectively. The multi-model means are based on the 

same 6 models (Table 3). (c,d) show ACC of CMIP6 initialized hindcasts (HC6; lead years 5-7) and 

historical simulations (HIST6) for the period 1965-2014, respectively. Again, these multi-model means 

are based on the same models, but the model set is not coherent between CMIP5 and CMIP6. (e-h) 

show the difference between HC5 and HIST5, HC6 and HIST6, HC6 and HC5, and HIST6 and HIST5 for 

the period 1965-2005, respectively. Stippling indicates significance at the 95% confidence level. The 

black outline marks the subpolar gyre (SPG) region. From Borchert et al. (2020), their figure 1. 

Table 3: Models used in the analysis presented in section 3.5. 
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decadal variations of North Atlantic SST than previously thought, revealed by CMIP6 simulations. 

Understanding which forcing dominates SST variations at which time can therefore help constrain 

prediction skill for North Atlantic SST. We approach this problem using the forcing partitioning in 

DAMIP simulations, focusing on SPG SST. 

 

Figure 13 : SPG SST ACC skill and time series in a 9-model multi-model ensemble for which DAMIP 

simulations are available (see Table 3) from (a,b) HIST6 (red), and for simulations from the DAMIP 

scenarios (c,d) hist-aer (cyan), (e,f) hist-GHG (purple), and (g,h) hist-nat (green). The linear sum of the 

multi model ensemble means of hist-aer, hist-GHG and hist-nat is shown in (a,b) in yellow. (a,c,e,g) 

ACC for a rolling 20-year window (dots/circles), positioned over the last year of the respective 20-year 

period. ACC is examined for the multi-model mean (solid colors) and the individual models (shading). 

Circles/dots on the left show skill for the full CMIP5 and CMIP6 periods as well as the period since 

1980, specified above. Full circles indicate significant skill, empty circles indicate that skill is not 

significantly different from 0 (95% confidence, see Methods). (b,d,f,h) Time series of SPG SST 

anomalies in observations (thick black) as well as the multi-model ensemble mean (solid colors) and 

the individual models (shading). From Borchert et al. (2020), their figure 3. 

The contribution of external forcing to observed SPG SST variations is particularly strong in the 

period after around 1980 (Fig. 13a). Using a 9-member multi-model ensemble mean from DAMIP 

simulations (Table 3), we decompose the different forcing contributions to the total SPG SST 

correlation to observations over time. The DAMIP-based decomposition into aerosol (hist-aer), 

greenhouse gas (hist-GHG) and natural (hist-nat) forcings is appropriate because their linear sum 
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resembles the total signal simulated by the historical simulation (Fig. 13a,b), an assumption also 

used in the projection-focused ASK method. 

Correlations of the simulations with isolated forcings to observations indicate the degree to which 

the individual forcings explain observed variability. We find a number of somewhat consistent 

signals among models. Several of the single models agree that anthropogenic aerosols only explain 

an insignificant amount of observed SPG SST variations until very recently (fig. 13c); greenhouse gas 

forcing explains a significant amount of SPG SST variations during a very short time window around 

the 1990s (fig. 13 e); and natural forcing explains much of the SPG SST variations observed since the 

1980s, but not before that (fig. 13g). Due to the substantial amount of model spread found in this 

analysis, however, these findings are sensitive to the set of models used in the analysis. After 1980, 

hist-aer, hist-GHG, and hist-nat explain 0% (two standard deviation spread of resampling the 

individual models 10,000 times with replacement: -6 to 10%), 16% (-1 to 35%) and 55% (34 to 59%) 

of the observed SST variance, respectively. These findings implicate natural forcing over the other 

examined forcings as an important driver of the high skill in HIST6 after 1980. 

This work indicates that at times of strong forcing, predictions and projections of North Atlantic SST 

with CMIP6 models averaged together can be expected to be credible. Natural forcing, particularly 

major volcanic eruptions (Hermanson et al., 2020; Borchert et al., 2020), plays a particularly 

prominent role here. In absence of strong forcing trends, initialization is needed to generate skill in 

decadal predictions of North Atlantic SST (Borchert et al., 2020; their figure 2). Constraining 

predictions of the past with different forcing scenarios and internal variability thus reflects a 

promising approach to understanding the credibility of decadal climate forecasts. 

3.5.2 Constraining decadal hindcast skill between different CMIP6 models 

The previously presented observational constraint works on the time dimension for the multi-model 

mean similar to that used in ASK constraints (which, however, focus on a different timescale). We 

now consider an approach more similar to model-related weights presented in section 3.3 and 3.4.  

Instead of multi-model means, we here assess the 7 individual CMIP6 DCPP decadal prediction 

systems with the aim of linking the skill in model systems to their inherent properties. Again, we 

focus this analysis on North Atlantic subpolar gyre SST due to its previously demonstrated ties to 

European SAT (Gastineau & Frankignoul, 2015; Borchert et al., 2019b). 

Initialized predictions from CMIP6 show general agreement on ACC skill for SPG SST (fig. 14a). The 

only prominent outlier to this is the CanESM5 model, which displays a strong initialization shock until 

approximately lead year 7 due to issues in the North Atlantic region with the direct initialization 

from ORAS5 observations (Sospedra-Alfonso, pers. comm.). For this reason, we will discuss CanESM 

as a special case whenever appropriate. The other 6 models generally agree on high initial skill which 

degrades over lead time (fig. 14a), showing some degree of spread in ACC skill that could be linked in 

model or prediction system properties. This spread in skill is found for both ACC and MSSS (fig. 14b), 

indicating the robustness of this result. Moreover, skill degradation occurs at different rates in the 

different model systems, representing another possible angle at which to try to explain the skill 

differences. 
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Figure 14  (a) ACC for SPG SST in 7 initialized CMIP6 model systems (y-axis) against lead time in years 

(x-axis). (b) as (a), but showing MSSS on the y-axis. Colors indicate the individual models: blue = 

CanESM5, red = CESM-DPLE, brown = IPSL-CM6A-LR, black = HadGEM3-GC31-MM, cyan = MIROC6, 

yellow = MPI-ESM1.2-HR, green = NorCPM1. 

Sgubin et al. (2017) showed that the representation of stratification in the upper 2000 meters of the 

North Atlantic subpolar gyre in different models is a promising constraint on climate projections, 

impacting among other things the likelihood with which a sudden AMOC collapse is projected to 

happen in the future. Ocean stratification impacts North Atlantic climate variability not only on 

multidecadal time scales, but also locally on the (sub-)decadal time scale. It is therefore apposite to 

explore this as an observational constraint on the model dimension and test whether models that 

show comparatively realistic SPG stratification also show higher SPG SST prediction skill. To this end, 

we calculate a stratification indicator similar to Sgubin et al. (2017) by integrating SPG density from 

the surface to 2000m depth for the period 1960-2014 in the different CMIP6 HIST models and EN4 

reanalysis (Ingleby and Huddleston, 2007), and calculating the root-mean square difference between 

modeled and observed stratification. This difference will be examined for a possible linear 

relationship to SPG SST prediction skill. 

For short lead times of up to 5 years, we find a strong negative linear relationship between SPG SST 

as well as AMV prediction skill in the 7 prediction systems analyzed here, and SPG stratification bias 

in the corresponding historical simulation (fig. 15). Note that due to the initialization issue in 

CanESM5 discussed above, that model does not behave in line with the other models at short lead 

times. These findings indicate that models that simulate a realistic SPG stratification tend to predict 

SPG surface temperature skilfully. While inspiring hope that SPG mean stratification state might be a 

good indicator of SPG SST hindcast skill, this result is based on a regression over 6 data points and 

therefore lacks robustness. More models will be added to this analysis as DCPP simulations become 

available on ESGF. 
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Figure 15 : ACC for Atlantic Multidecadal Variability (AMV; defined as North Atlantic SST in the North 

Atlantic 0-70N minus global mean SST)  (left) and SPG SST (right) in 7 initialized CMIP6 model systems 

at lead years 1-5 (y-axis) against RMSE between observed and simulated SPG stratification in the 

period 1960-2014 from the corresponding historical simulations (x-axis). Colors indicate the 

individual models: blue = CanESM5, red = CESM-DPLE, brown = IPSL-CM6A-LR, black = HadGEM3-

GC31-MM, cyan = MIROC6, yellow = MPI-ESM1.2-HR, green = NorCPM1.  

A possible inherent property of climate models that explains the skill to expect from them is the 

amount of climate variability produced by the model by itself. This variability is here represented by 

standard deviation of SPG SST over 500 years in the pre-industrial control (piC) simulations of the 7 

different CMIP6 models (sigma SPG). The assumption here is that models that produce pronounced 

SPG SST variability by themselves reproduce decadal SPG SST changes more accurately than those 

that do not. At long lead times of 6-10 years, decadal North Atlantic SST hindcast skill shows 

reasonable linear increase with sigma SPG in the respective control simulations (fig. 16 a,b). A 

possible cause for increased skill in models with higher sigma is the linear relationship of sigma SPG 

to SPG variability persistence in the piControl simulations (figure 16c): higher variability implies 

larger persistence. And one could expect in turn that longer decorrelation time scale leads to longer 

predictability. The linear correlation between sigma SPG and SPG hindcast skill, however, is not 

robust across lead times (not shown); at shorter lead times of up to 5 years, there is no linear 

relationship between the two. This is probably because the initialization process masks some of the 

influence of inherent model features at short lead times. Again, this analysis is limited by the small 

amount of models for which decadal hindcast simulations are currently available. Adding more 

models to this analysis could point towards other conclusions, or strengthen the results presented 

here. Additionally, extending this analysis to other regions in the piControl simulations (as in Menary 

& Hermanson, 2018) would provide valuable insights into the way that the representation of 

underlying dynamics in different models preconditions their skill of prediction SPG SST. 
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Figure 16 : ACC for North Atlantic (AMV and SPG) SST at lead years 6-10 connected to inherent model 

characteristics: (a) AMV SST ACC in initialized hindcasts from 7 CMIP6 models (y-axis) against 

standard deviation of SPG SST in the corresponding models’ piControl simulations, 10 year low-pass 

filtered. (b) as (a), but for SPG instead of AMV ACC. (c) shows decorrelation time scale (i.e. 

autocorrelation at a 10 year lag) of SPG SST in piControl simulations (y-axis) against standard 

deviation of SPG SST in the corresponding models’ piControl simulations. (d) as (b) but comparing 

SPG ACC with the models’ equilibrium climate sensitivity. Grey shading represents insignificant 

hindcast skill for North Atlantic SST. Colors indicate the individual models: blue = CanESM5, red = 

CESM-DPLE, brown = IPSL-CM6A-LR, black = HadGEM3-GC31-MM, cyan = MIROC6, yellow = MPI-

ESM1.2-HR, green = NorCPM1. 

Equilibrium climate sensitivity (ECS) is found to show a reasonable linear relationship to SPG SST 

hindcast skill at long lead times (fig. 16d), representing another avenue to explore for understanding 

why models show higher or lower predictive skill for SPG SST. A physical reason for this high 

agreement between a model’s ECS and its capability of predicting SPG SST at long lead times, 

however, remains to be assessed. It is noteworthy that this linear relationship only holds when the 

CanESM model is not included in the regression, which is reasonable due to the aforementioned 

issues with these initialized hindcasts. Other possible discriminant factors for decadal SPG SST 

prediction skill are summarized in table 4, including model initialization strategy and resolution of 

the ocean model in the respective model. Ocean resolution is clearly not a distinctive criterion to 

identify skillful models. Firm conclusions are difficult to draw concerning initialization procedure, as 

initialization procedures are diverse and do not cluster in an obvious way. These hypotheses will be 

pursued further during the remainder of the project. 
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Table 4: Model characteristics for CMIP6 initialized hindcast models used in this analysis (under 

construction). 

 

 

3.5.3 Constraining decadal predictions of seasonal European SAT using North Atlantic SST 

Finally, we examine observational constraints on the space dimension of initialized prediction 

experiments. These investigations shed light on processes that influence and might therefore lead to 

decadal prediction skill in certain regions. Here, we examine predictable North Atlantic SST as a 

possible source of prediction skill for European surface air temperature, which is famously difficult to 

predict due to small signal-to-noise ratio (e.g. Hanlon et al., 2013; Borchert et al., 2019b; Smith et al., 

2020). Over Europe, we use the SREX regions as a first step of homogenizing boundary conditions 

with the ultimate aim of merging predictions and projections. 

We analyze the decadal prediction skill for SAT in SREX regions in CMIP6 models during summer and 

winter (fig. 17) after subtracting the linear trend, which is stronger in the SAT indices than for SPG 

SST. Temperature in SREX regions shows generally low hindcast skill. Winter SAT hindcast skill (fig. 

17a,c,e) is generally lower than summer SAT hindcast skill (fig. 17b,d,f). We find some differences 

between the different regions, with a tendency for higher skill towards the South. Because hindcast 

skill for SREX SAT shows more inter-model spread than for SPG SST, attempts to connect hindcast 

skill in individual models to inherent properties of the model (as above) is promising interesting 

insights. The generally low (and possibly insignificant) level of skill for all models in the SREX regions 

indicates, however, that discriminatory features of skill between models would not enable the 

identification of skillful models without further treatment. An analysis of windows of opportunity (as 

in section 3.5.1), for example, might reveal times of high prediction skill in the SREX regions. 
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Figure 17 : ACC of detrended SAT in the SREX regions (a,b) Northern Europe, (c,d) Central Europe, and 

(e,f) Mediterranean (y-axis) against lead time in years (x-axis). The left column shows skill for winter 

(JFM), the right column for summer (JJA).  Colors indicate the individual models: blue = CanESM5, red 

= CESM-DPLE, brown = IPSL-CM6A-LR, black = HadGEM3-GC31-MM, cyan = MIROC6, yellow = MPI-

ESM1.2-HR, green = NorCPM1. 

Windows of opportunity for North Atlantic SST (AMV: average global SST between -70-70N 

subtracted from average SST 0-70N in the North Atlantic; Trenberth & Shea, 2006) as well as SAT in 

the SREX regions across all lead times and all models are presented in figure 18 . This figure enables 

two assessments: identifying model differences of prediction skill in all regions and across all lead 

times, and linking windows of high prediction skill found in North Atlantic SST (here interpreted as 

opportunity for prediction) to those found in European SAT inferring links between SST and SAT 

predictability (as in Sgubin et al., under review; their figure 5). 

We find that there is general agreement among models on both the magnitude and timing of 

windows of opportunity for AMV and SPG and these windows have been interpreted by Borchert et 

al (2018) and Borchert et al. (2019a) as a reaction to changes in oceanic heat transport. An exception 

is SPG SST in the CanESM5 decadal prediction system, which is known to show erratic behaviour in 

this region due to problems with model initialization (Sospedra-Alfonso, pers. comm). Windows of 
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opportunity for SREX SAT also show wide-spread coherence between models (fig. 18 c-h), albeit at a 

much lower level. Summer SAT in the NEU and CEU regions is not predictable in any model and any 

time window, and we find no prediction skill for winter SAT in the CEU and MED regions.  

Figure 18 Comparison of decadal ACC hindcast skill for detrended annual mean North Atlantic SST 

((a) AMV and (b) SPG) and detrended winter (JFM) and summer (JJA) mean SAT in the SREX regions 

((c,d) NEU, (e,f) CEU, (g,h) MED) for a sliding 20-year long window (the end year of which is shown on 

the y-axis) across multi-model mean and individual model means (x-axis). Colors indicate ACC (low to 

high = purple to green). Inspired by Sgubin et al. (under review), their figure 5. 

Interestingly, winter SAT in the NEU region is skillfully predicted in all models around the 1990s, 

potentially connected to the strong 1990s shift in North Atlantic SST (fig. 18c). All models show high 

skill in the MED region during summer as well as similar windows of opportunity as North Atlantic 

SST (fig. 18h), pointing towards a possible connection of North Atlantic SST predictions to decadal 

predictions of summer SAT in this region.  These findings highlight the complexities in predicting 

European SAT on the decadal time scale, and the need for advancing our knowledge on, among 

other things, links between predictable North Atlantic SST and unpredictable European SAT to 

identify models, seasons, time periods and lead time horizons for which predictions can be relied 

upon. The presented analysis should thus be extended and elaborated on to produce actionable 

predictions for society. 
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3.6: Observational constraining subsets of large ensembles (BSC) 

This work explores the possibility to constrain large ensembles of transient climate simulations 

based on their agreement with observed climate anomaly patterns, with the aim to obtain improved 

information for predicting the climate of the following seasons and years. Sub-selecting ensemble 

members that more closely resemble the observed climate state (e.g. Ding et al., 2018), aligns the 

internal climate variability of the sub-selected ensemble with the observed climate variability, similar 

to initialised climate prediction. We therefore also refer to these constraints relative to the observed 

anomalies as ‘pseudo-initialisation’.  

 

Here we use NCAR’s Large Ensemble (LENS; Kay et al. 2015) of historical climate simulations, 

extended with the RCP8.5 scenario after 2005, and in each year select the 10 ensemble members 

that most closely resemble the observed state of global SST anomaly patterns. We then evaluate the 

skill of the constrained and sub-selected ensembles in predicting the observed climate in the 

following months, years and decade. We also compare the skill of ‘un-initialised’ (LENS40, ensemble 

of all 40 LENS simulations) and ‘pseudo-initialised’ (LENS10, ensemble of the best 10 ensemble 

members identified in each year) simulations against ‘initialised’ decadal predictions with NCAR’s 

Decadal Prediction Large Ensemble consisting of 40 initialised ensemble members (DPLE; Yeager et 

al. 2018).  

 

In this explorative study, the best 10 members of the LENS simulations are selected based on their 

pattern correlation of global sea surface temperature anomalies with observed (i.e HadISST) 

anomalies. These pattern correlations are calculated using the average anomalies of the 5 months 

prior to 1 November of each year, for consistency of the ‘pseudo-initialisation’ with the initialized 

prediction system (DPLE40) predictions, which are also initialised on 1 November of each year. We 

also tested ensemble selection based on the pattern correlation of different time periods (up to 10 

years) prior to the 1 November initialisation date, to better phase in low-frequency variability, but 

these tests did not provide clearly improved skill over the 5-months selection. 

 

Figure 19 compares the skill of different SST indices for the constrained pseudo-initialised ensemble 

(LENS10), the full LENS40, and the initialised prediction system.  All three ensembles show very high 

skill (R>0.9) in predicting global mean SSTs on inter-annual to decadal time-scales, primarily due to 

the warming trend. Larger differences in the prediction skill between the three ensembles are 

apparent for indices of Pacific and Atlantic SST variability. The constrained LENS10 ensemble shows 

significant skill in predicting the ENSO and IPO indices in the first ~6-7 months after initialisation, 

with correlations only about ~0.1 lower compared to the initialised DPLE40 ensemble. LENS10 shows 

improved skill over LENS40 during the first 2 forecast years for ENSO and IPO. For the AMV index, 

LENS10 shows increased skill over LENS40 for up to 7 forecast years, while DPLE40 shows high skill 

(R>0.7) for all forecast times up to one decade.  
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Figure 19: Correlation skill for different forecast times: (left) lines represent skill for first 12 forecast 

months; (center) lines represent skill for first 9 forecast years; dots represent skill for multi-annual 

mean forecasts. Correlations from LENS10 are shown by red lines and dots, LEN40 by blue lines and 

dots and DPLE by green lines and dots. IPO is calculated as a tripole index (Henley et al., 2015) from 

SST anomalies, ENSO is based on area-weighted mean of SST anomalies at Nino3.4 region (i.e. 5°S-

5°N, 170°W-120°W), and AMV is calculated as a weighted area average SST anomalies for 0-60°N of 

the North Atlantic ocean with global mean (60°S-60°N) SST removed.  

 

Figure 20 shows that the spatial distribution of forecast skill of the LENS10 ensemble is often 

comparable to that of the DPLE40 for seasonal and annual mean forecasts. The skill of LENS40 is 

relatively lower than both the pseudo-initialized and the initialized predictions at least for the first 

few forecast months and the first forecast year. On longer time scales, LENS10 has some added skill 

in the North Atlantic, but decreased skill in other regions such as parts of the Pacific.  

 

These analyses demonstrate the value of constraining large ensembles of climate simulation 

according to the phases of internal variability for predictions of the real-world climate. We find 

added value in comparison to the large (un-constrained) ensemble for up to 7 years in the Atlantic, 

and up to 2 years in indices of Pacific variability. In our ongoing work we will explore the sensitivity 

to specific selection criteria with the aim to optimise the skill of the constrained ensemble, and 

extend the selection to make use of initialised decadal predictions for constraining the ensemble to 

enable predictions beyond one decade (contributing to Task 5.2). 
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Figure 20: Forecast skill, measured as anomaly correlation against HadISST, for LENS10 (top row), 

LENS40 (second row), DPLE40 (third row) and skill difference between LENS10 and LENS40 (bottom 

row). Left, center and right columns represent forecast skill of the mean of forecast months 2-4, 

forecast months 3-14 and forecast months 15-62 respectively.  

 

 

4.  Prospects and considerations for a framework of applying constraints seamlessly across 

both initialised and non-initialised projections. 

With observational constraints, we refer both to weighting schemes that weight according to 

performance (Brunner et al., 2020b), as well as methods that decide which models are within an 

observational constraint and which outside (model selection methods; see e.g. discussion in 

Tokarska et al., 2020; drawing on the ASK method). Projections use skill scores or probabilistic 

comparisons to observations that also can be used. At present, we are not employing emergent 

constraints that are based on statistical relationships between specific observable variables and 

future predictions only (see Hall, 2018). The literature has been fairly sceptical about them unless 

based on clear physical principles (Hall, 2018; Sherwood et al., 2020). Initialized predictions also use 

skill scores that are natural for model weighting, and that depend on lead time. The skill in initialized 
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predictions may also vary strongly with climate state (Borchert et al., 2018; Yeager, 2020; 

Christensen et al., 2020) and initialization procedure for which there is to date no consensus. 

The question arises: if applied to similar model data, will these different metrics for model 

performance or weights favour similar or different climate model traits and with it similar models for 

different timescales?  This is important for the merged product:  if the choice of timescale strongly 

influences the model weights or leads to selection of different models, the merged predictions might 

be inconsistent over time by having a discontinuous underlying climate change signal, for example. It 

remains to be explored how detrimental such a discontinuity might be, as the signal during the 

initialized time horizon is still small compared to noise on all but global scales. Merging methods that 

weight initialized and non-initialized predictions differently with forecast horizon (to exclusively use 

predictions early on and transition to exclusive use of projections after a transition point) may 

moderate the effect of such hidden discrepancies, yet it would be preferable to not let them arise.   

Questions we have discussed and need to further evaluate include: 

● To what extent do weighting or model selection criteria used across projections and 

predictions favour similar model traits and to what extent are they uncorrelated or 

anticorrelated? 

● Do any of the weighting schemes preferentially select or highly weight models with stronger 

or weaker response, e.g. with high ECS or TCR or with low values (e.g. Table 4)? 

● Does the combination of multiple observational constraints, both for projections or across 

prediction and projections improve the forecast and projection? 

● Do any of the weighting schemes reward or penalize climate models with high or low 

internal climate variability and with that, with low or high signal-to-noise ratio for external 

forcing or predictable signals? (see figure 16)? 

● Are there any other factors where different weighting schemes select differently, such as the 

response to natural forcings?  

● Which dimensions beyond the model dimension (e.g. the temporal and spatial dimensions) 

show promise in the application of observational constraints? 

This will need to be considered when merging initialized and uninitialized simulations in task 5.2, 

particularly, if using observational constraints.  

Conclusions from this deliverable show that: 

● Overall, observational constraints have the potential to narrow down current uncertainty in 

predicted or projected changes, and in some cases can flag the possibility of change outside 

the model range (e.g., ASK). There is evidence that combining observations from different 

methodologies can add value and represent a step towards a more robust approach. This is 

a lesson also learned from UKCP18. In all these approaches, observations are used as a 

benchmark leading to skill scores and weights across predictions and projections. 

● When developing and applying observational constraints, performance of the constraint 

should be evaluated and compared across the prediction/projection timeline 

● Model skill/accuracy can originate from different physical mechanisms, for example from 

strong climatological performance of models, from the representation of physical 
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mechanisms in specific models, from realistic mechanisms for internal climate variability, 

their climate sensitivity, or from trends, or combinations of all. 

● When applying multiple constraints in sequence, overfitting should be avoided. When 

applying only non-overlapping observational constraints by removing trends from ClimWIP, 

the two different constraints in ClimWIP and ASK, for example, can pull the multi-model 

mean in different directions. In other cases, notably winter, the use of multiple constraints 

looks extremely promising and can make the difference between failing to constrain based 

on the signal and arriving at a constraint after weighting. We are in the process of exploring 

the reasons for this and robustness of it to evaluate if the improvement in our pilot study is 

expected to carry through to larger applications.  

● In initialized predictions, models can show various behaviours in terms of evolution of skill 

with prediction horizon. It will be interesting to explore more clearly what controls this 

evolution. Sequential application of skill weights with future projection constraints (ASK) did 

not appear to show consistent improvements, possibly due to different factors influencing 

skill in different applications, regions, and timelines 

● Initialized models show different skills that vary with hindcast horizon and over time. These 

may again pull in different directions from those arising for projections, which may lead to 

different model families being favoured for different timelines if using weighting. We require 

carefully designing experiments when aiming to assess or merge initialized and non-

initialized simulations together for future climate information, for example with regards to 

different model versions used for predictions and projections, and careful evaluation of the 

underlying forced signal and magnitude of variability 

● Based on our pilot study here, it is not clear if there is a common strand of behaviour of 

different observational metrics. 

● Sub-selecting data from large ensemble simulations that match the observed conditions 

prior to a hypothetical hindcast step, provides a good testbed for merging, as skills are fairly 

comparable between both, particularly early in the decade.  

 

5. Discussion 

5.1 Lessons learnt 

These considerations manifest in the following lessons learned that will be considered in EUCP 

merging work across task 5 and beyond. We recommend that: 

● Where observational constraints are used, it needs to be clear what main model 

characteristics explain these constraints and that some perfect/imperfect model tests have 

been conducted to evaluate reliability of constraints both individually and in sequence 

(3.4.4, fig. 9., 10). The  performance of the constraint over time should also be considered, 

as some are particularly valuable early and others later, and as some conditions seem to 

lead to improved hindcast skills compared to other climatological conditions (cf. e.g. section 

3.5.3, fig. 18; also 3.4.4, fig. 8).  
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● Consistent application of the constraint across a merging boundary (see deliverable 5.2) 

must be ensured, both in terms of the constrained forced signal and internal variability (cf. 

e.g. section 3.5.1, fig. 13; note also role of climate transient response in 3.4.2, e.g. fig. 5)) 

● The selective availability of climate models between initialized and non-initialized 

simulations will be a challenge when merging in time - this challenge also makes the 

consistent application of observational constraints difficult between those two simulation 

types (cf. e.g. section 3.4.5, fig. 11). This difficulty needs to be well managed. 

● Sub-selection of ensemble members from large ensembles is an excellent testbed for 

merging exercises 3.6, figures 19, 20). 

● Observational constraints should also be considered to support spatial merging. For 

example, they may help to inform choices where  high resolution and coarse resolution 

models show discrepancies - this might be helpful for task 5.4 

 

5.2 Reflection on the role of this deliverable in WP5 progress 

The team on this deliverable draws on D2.1 and D2.2, and has further evaluated methods as well as 

developed new approaches. It also sets the stage for D5.2 and D5.3. The team has worked closely 

with WPs 1 and 2 particularly, but there is also scope for a possible future link with WP3 through 

comparing high resolution projections with the observational constraints discussed here.  

The shift of several planned workshops online (e.g. the Oxford workshops on merging, summer 

2020) has helped delivery on WP5 despite the pandemic, but has limited interaction between 

project partners and has not fully enabled the detection of synergies and common interests, and 

development of creative ideas, that is so much easier done during in-person informal interactions. 

We have done our best to overcome this difficulty but hope that some more interaction is possible 

later in the project. 

 

6. Planned future publications 

A publication arising from the entire deliverable is planned at a later date, when results are slightly 

more mature and weighting/observational constraints in initialized simulations are available from 

more groups. The publications will focus on use of observational constraints in both predictions and 

projections (the combination of both will make it attractive), opportunities to combine multiple 

constraints, pitfalls in that, and influence of common metrics such as signal to noise ratio, climate 

sensitivity/response strength, response to natural forcings and magnitude of natural variability on 

constraints across the board. Furthermore, a short introductory publication on the use of 

observations as model evaluation and weighting tool is planned for an invited contribution to 

Frontiers in Climate edited by Matt Collins, with authors here, however, focusing on methodological 

considerations rather than results, as specialized papers first need to be published.  

Several publications, many reaching across project partners, are planned based on work reported in 

this deliverable, including: 
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Hegerl, Ballinger, Borchert, Brunner, Donat, Mignot (2021): Use of observational constraints from 

predictions to projections: opportunities and challenges. Submission invited for special issue in 

frontiers in research. 

Ballinger, Brunner, Schurer, Undorf, Hegerl, 2021: Application of ASK constraint on European 

regions, in prep.  

Borchert, L.F., M. Payo, M.B. Menary, D. Swingedouw, G. Sgubin, J. Mignot: Contrasting hindcast skill 

over Europe in different CMIP6 decadal prediction systems, in prep. 

Sgubin, G., D. Swingedouw, L.F. Borchert, M.B. Menary, T. Noël, H. Loukos, J. Mignot: A systematic 

investigation of the skill in air temperature prediction over Europe for potential applications to 

climate services. Under review. 
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